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The problem
• Understanding the correlation between 

different rankings

• Why do correlation measurements between 
centrality measures are so flaky?

• Taking care of ties is essential (indegree)

• Rank differences between important elements 
should be more relevant

• Large-scale target (whole graphs), not small 
sets of results



As a Motivation

• Indegree

• Bavelas’s Closeness

• Harmonic Centrality 

• PageRank

• Katz



Geometric Centralities

• Bavelas’s closeness (1948): 
 

• Harmonic centrality (1965):

• We’re just moving from a denormalized, 
reciprocated arithmetic mean to a 
denormalized, reciprocated harmonic mean
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Spectral Centralities

• Katz (1951): 

• PageRank:

1
X
k�0

˛kGk

1=n
X
k�0

˛k NGk







Kendall’s τ 1938

• Scores r, s (distinct)

• Concordances: pairs (i, j), i < j, such that the 
scores for i and j in r and s are in the same 
order

• 𝜏: Concordances minus discordances divided by 
concordances plus discordances (i.e., the 
number of ordered pairs)

• Note: if you skip ties on both sides you get 
Goodman–Kruskal’s γ



Ties Are Important
• >99% nodes in a typical social/web graph 

are in a degree tie

• Ties cannot be solved by random 
assignment

• <0,0,0,...,1,1,1,...> and <1,1,1,...,2,2,2,...> 
give correlation ≈0.5

• When you compare network rankings, 
you’re almost always working in the 0.7-
to-1 region



Facebook (2011)
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.eu (2015, 109 pages)
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Kendall’s τ 1945
• Starts from Daniels (1944): every 

correlation is a cosine similarity

• “Norm”

• Cosine similarity!



Now



Related
• Shieh [St. & Pr. L.1998]: weight the pair (i, j) with wij

• No ties!

• Yilmaz, Aslam & Robertson [SIGIR 2008]: wij :=1/j 
(motivated by probability)

• Kumar & Vassilvitskii [WWW 2010]: wij depending 
on similarity, ties broken randomly

• Iman & Conover [Technometrics 1987]: Spearman’s 
correlation between Savage scores Hn − Hi −1

• Farnoud [2012]: weight adjacent transpositions (i i 
+ 1) and compute minimum weight



Decoupling Rank and Weight

• ρr, s is the ranking induced by r and s in 
lexicographical order

• viceversa for ρs, r



Computable Quickly
• O(n log n) variant of Knight’s algorithm 

(highly parallelizable, distributable—it’s a 
MergeSort)

• Works for any scheme w(i, j):=f(i) ⊙ g(j) 
with suitable operation ⊙ (e.g., addition, 
multiplication)

• We suggest additive hyperbolic weighting, 
weighting (i, j) by1/(i+1)+1/(j+1): 𝜏h



Correlation with Kendall’s τ
Logarithmic Hyperbolic Quadratic
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Hollywood co-starship
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Common Crawl Hosts
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Why does closeness τh 

-correlate with PageRank?
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Rank of nodes unreachable from the giant component of Wikipedia



Why does closeness τh 

-correlate with PageRank?

Rank of nodes unreachable from the giant component of Common Crawl
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Why does closeness τh 

-correlate with PageRank?

Rank of nodes unreachable from the giant component of Hollywood
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Conclusions
• We believe τh is a new and valuable tool to understand 

rankings

• In general, the machinery around τw can be used to try 
easily new application-dependent weighted correlation 
indices on a large scale

• There are obvious elements of arbitrariness, but 
hyperbolic weighting is at the convergence of several 
previous proposals

• Implemented as stats.weightedtau in SciPy 
(easy to use!)

• Software, as usual, at http://law.di.unimi.it/

http://law.di.unimi.it

